
Agency Effects on Robot Trust in Different Age Groups
Patrick Holthaus

p.holthaus@herts.ac.uk
University of Hertfordshire

School of Physics, Engineering and
Computer Science

Hatfield, United Kingdom

Ali Fallahi
a.fallahi@herts.ac.uk

University of Hertfordshire
School of Physics, Engineering and

Computer Science
Hatfield, United Kingdom

Frank Förster
f.foerster@herts.ac.uk

University of Hertfordshire
School of Physics, Engineering and

Computer Science
Hatfield, United Kingdom

Catherine Menon
c.menon@herts.ac.uk

University of Hertfordshire
School of Physics, Engineering and

Computer Science
Hatfield, United Kingdom

Luke Wood
l.wood@herts.ac.uk

University of Hertfordshire
School of Physics, Engineering and

Computer Science
Hatfield, United Kingdom

Gabriella Lakatos
g.lakatos@herts.ac.uk

University of Hertfordshire
School of Physics, Engineering and

Computer Science
Hatfield, United Kingdom

ABSTRACT
Trust plays a major role when introducing interactive robots into
people’s personal spaces, which, in large part, depends on how
they perceive the robot. This paper presents the initial results of
an investigation into the perception of robot agency as a potential
factor influencing trust. We manipulated a robot’s agency to see
how trust would change as a result. Our preliminary results indicate
age as a confounding factor while we did not find differences when
priming robot autonomy.
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1 INTRODUCTION
Autonomous systems, such as self-driving cars or socially assistive
robots, appear to humans as autonomous agents. However, it is
not uncommon for people’s expectations of the degree of agency
possessed by such systems to be incorrect [7, 10, 17]. At the same
time, people also have a tendency to over-trust these robots [3, 26],
hinting at a potential relation between the two concepts of trust and
expectation of agency. We believe that understanding the relation
between the robot’s perceived agency and trust at different ages
helps roboticists to better calibrate the behaviour of the robot and
evoke an optimal level of trust in it.

Trust plays a significant role in determining the adoption of
automation [18, 27]. Operators are unlikely to use an automated
system that they perceive as unreliable or untrustworthy [19]. Most
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roboticists agree that a lack of trust in a robot can lead to disengage-
ment [22] while over-trust in a robot can cause over-reliance, lead-
ing to risks arising [3], for example, in emergency situations [21].
In human-robot interaction, robot performance is one of the major
influences on people’s trust in the robot [15]. In addition to perfor-
mance, a robot’s attributes (e.g. personality or anthropomorphism)
can also influence trust in that robot [8]. Since trust in robots also
relies on external factors such as the manufacturer [28], it is im-
portant to disentangle how the concept of trust relates to these
individual components, i.e. how much users trust the robot itself,
its operator or manufacturer.

Robot autonomy and behaviour of robots can affect the trust
as a psychological state of human users [11, 12]. There has been
an increasing focus in human-robot interaction research [24] on
people’s perception of robot agency. Robot autonomy is one of
the main driving factors of how people will perceive robot agency.
According to Luck et al. [14] an object qualifies as an agent when
it achieves a beneficial function for either another object or itself,
thereby achieving autonomy. Autonomy pertains to the ability of
an agent to operate within its environment independently [1]. Con-
sequently, this paper investigates the potential connection between
autonomy and agency on the one hand and trust on the other hand.
For that, we present the initial results of an online experiment
in which we manipulate a robot’s perceived agency to determine
how these changes affect trust to address the question “How does
perceived agency influence people’s trust towards an interactive
robot?”.

2 METHODS
We designed and conducted an online study via Microsoft Forms to
examine people’s perception of agency across Generation X, Y, and
Z. Our study examined the relationship between expectations of a
robot’s agency, people’s age and gender and levels of trust in that
robot. Participants were invited via social media, personal contacts,
and mailing lists. The study was approved by the University of Hert-
fordshire (UH) Health, Science, Engineering & Technology Ethics
Committee with Delegated Authority (ECDA) under protocol num-
ber LMS/SF/UH/05127. We manipulated participants’ perceptions
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of the robot’s agency via manipulation of perceived autonomy be-
fore the interaction. The study used text- and image-based primers
to describe the robot as autonomous or remote-controlled in two
groups, keeping its behaviour identical. We hypothesise that higher
levels of perceived agency lead to elevated levels of trust in the
robot and that trust also depends on people’s age and gender.

In total, 76 participants consented and participated in the study.
Of those, 38 identified as female, 37 as male and one as non-binary.
Moreover, 20 participants were in Generation Z (younger than
26), 46 were in Generation Y (between 27 and 42 years) and 10
were in Generation X+ (older than 43 years). Participants were
randomly assigned to one of two experimental conditions with 39
participants in condition A (autonomous) and 37 in condition R
(remote-controlled). In line with other researchers, we rely on a mix
of objective and subjective methods to determine how trustworthy
a robot is [2, 9, 23] in our experiment. The experiment consisted of
four phases, including a pre-test and introduction phase, a manipu-
lation phase for priming the conditions, a virtual interaction phase,
and a post-test and debriefing phase. After consenting to participate
in the experiment, we first collected participant demographics, ex-
perience with robots, the Ten-Item Personality Inventory (TIPI) [6]
and Negative Attitude Towards Robots (NARS) [16] scale to identify
potential effects on the dependent variables.

In a between-subjects experimental design, we then primed par-
ticipant in two condition groups to perceive the robot as either
autonomous (A) or remote-controlled (R). Participants were then
led through an interactive questionnaire. Priming was achieved by
a text snippet in both conditions and an additional photo of a con-
trol room showing computer monitors observing the experimental
area in condition R. Participants were then instructed to virtually
interact with the robot where they watched videos showing the
robot from a first-person perspective. In between the presentation
of videos, participants had the option to accept or deny robot sug-
gestions, which we used as objective measures of trust placed in
the robot. Depending on a participant’s answer, the robot would
then execute the requested function, for example, take the glass
from the table or leave without the glass if asked to do so. After the
virtual interaction, participants were asked to evaluate the robot
using the Robot Social Attribute Scale (RoSAS) [5]. We used the
Multi-Dimensional Trust Measuring Tool (MDMT) [25] and some
individual questions to determine whether participants’ opinion
of the robot and trust placed in it correlated with the primed con-
dition. Due to the nature of the data (Shapiro-Wilk test), we used
non-parametric tests, i.e. Wilcoxon rank-sum test for independent
samples to analyse the effects of condition, age, and gender.

3 INITIAL RESULTS
When presented with a choice during the virtual interaction with
the robot, participants did not significantly differ in their response
based on the experimental condition, participant age, or gender.

We found a significant difference between the two conditions
when analysing TIPI, one of the pre-test questionnaires, potentially
influencing our findings. The factor Agreeableness was higher in
condition R than in A (W = 938, p < 0.05). No effects have been
found in the interaction choices or post-interaction questionnaires.

The experiment yielded several differences between the different
age groups, both in the pre-test and the post-interaction question-
naires. Generation X+ had a more negative attitude towards robots
in Situational Interactions (NARS S1) than Generation Y (W = 661.5,
p < 0.01) and Generation Z (W = 160.5, p < 0.01). Generation Y had a
significantly higher negative attitude towards Emotions with robots
(S3) than Generation Z (W = 612, p-value = 0.05)· Generation X+
scored significantly higher than Generation Y on the Agreeableness
factor in TIPI (W = 323, p < 0.05), while Generation Z scored higher
than Generation Y in terms of Conscientiousness (W = 309, p < 0.05).
No other effects between the generations were observed in the
pre-test. In the post-test, Generation X+ rated the robot lower than
Generation Z in terms of Warmth on RoSAS (W = 51, p < 0.05)
and Generation Z expressed higher ratings than Generation Y on
the Sincerity subscale of MDMT. No further effects between the
generations were found.

Statistical analysis has been conducted solely between males
and females only a single participant disclosed a different gender
(non-binary). The following statistically significant effects have
been found in the pre-test: Females expressed a significantly higher
negative attitude towards robots on NARS, both in Situational In-
teractions (S1) (W = 938, p < 0.05) and in Emotions (S3) (W = 476.5,
p < 0.05). Moreover, females also scored higher on TIPI, i.e. on the
Agreeableness (W = 438.5, p < 0.01) and Conscientiousness subscales
(W = 495, p < 0.05). No effects between the disclosed gender groups
have been found in the post-test or interaction choice.

4 DISCUSSION AND CONCLUSIONS
Our initial results do not show any significant differences between
the two conditions or participant gender considering people’s trust
in the robot. However, participant age had several effects. We can
therefore not conclusively answer our research question of how
trust in a robot is influenced by perceived robot agency.

While we still suspect a relation, the experiment showed that
our way of priming autonomy was insufficient to elicit the desired
effects. Perhaps a stronger priming method, considering people’s
preferences for personal data handling [20], using additional video
footage of an operator, or repeated priming for the duration of the
experiment, would be necessary. Participants’ personality might
have a confounding factor that could be targeted in a future ex-
periment. In line with other literature [13], older adults in our
experiment were generally more likely to display a negative atti-
tude towards robots than younger adults and, in some parts, showed
lower levels of trust in the robot. The clear effects and trends sug-
gest that age is an important factor in the perception of robots and
older people’s attitude toward them, implying that different age
groups have varying predispositions to trusting them. Our findings
contrast earlier work [4] which did not find a difference in negative
attitudes towards robots between the generations.

In this paper, we presented an initial investigation into the po-
tential relationship between people’s perception of a robot’s agency
and their trust towards that robot. We primed different levels of a
robot’s autonomy to alter people’s perception of its agency and see
how trust would change. In future work, we aim to further explore
the connection between perceived robot agency and trust.
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